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Abstract. A coding of functions that allows a genetic algorithm to mi-
nimize functionals without analytic trial functions is presented and im-
plemented for solving numerically some instances of variational problems
from physics.

1 Introduction

The genetic algorithm (GA) [1,2] has become popular as as a reliable computer-
ized method for solving problems from a wide range of domains, such as function
optimization, handling them even in nonlinear, multidimensional search spaces.
A conventional GA is a stochastic search method inspired in natural selection
and the darwinian idea of the survival of the fittest in which the possible solu-
tions of a problem (metaphorically the points in the search space) are coded as
fixed-length strings of characters of an alphabet (usually binary) that resemble
the chromosomes of alive beings. A GA evolves a population of search "points"
chosen randomly appliying iteratively on them operators of selection, crossover
and mutation for creating new populations (generations).

Selection consists in giving a proportionally bigger number of offspring to
the fitter individuals so the characteristics that make them better prevail. The
combination of this characteristics for generating new individuals is achieved
through crossover, that is the interchange of portions of the strings of characters
of two individuals paired randomly, giving birth to two new individuals for the
next generation. In its simplest form in a GA all individuals are removed (die)
after reproduction.

The last iterative step consists in making random changes to the strings of
individuals chosen with a small probability, which is named mutation after the
natural process that it resembles. After some generations the individuals tend to
concentrate around the fittest "points" in the search space, so it can be said that

all of the process was a way of optimizing the function employed to determine
the fitting.

The predominant kind of optimization problems attacked with GAs to date

have been those in which the strings of an alphabet that make the evolving pop-

ulation code literally points in a multidimensional space, where each dimension
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reduced mass of the system, co the permitivity of free space and h the Planck's
constant divided by 2π. The energies of the system are ruled by the equation
En = -13.6052 eV/n².

The algorithm was used to find the three first energies of the system. In this
case the result found by each run depends strongly in a right choice of rN such
that un(TN)2 ≈ 0. For the ground state E₁ = –13.6052 eV the best found was
about eight times the Bohr radius, the average solution found by the algorithm
was E1 = —13.5987 eV with a standard deviation of 0.028 eV. For n = 2, E2 =
-3.4014eV, the best choice for rn made was about fifteen times the Bohr radius

and the average solution found by the algorithm was E2 = -3.42467 eV with
standard deviation of 0.005 eV. For n = 3, E3 = -1.5117 eV, the best choice
for 'n made was about twenty five times the Bohr radius, reaching an average
solution of E3 = -1.5103 eV with standard deviation of 0.001 eV. In the three
cases o = 0.005.

4 Conclusions and Future Work

The examples shown were chosen with demostrative purposes. Better aproxima-
tions for specific cases can be reached increasing N and improving the choice
of o, with the extra computational effort it implies. Even thought that it was
showed the efficiency of the coding to minimize the functionals presented it will

be necessary the development of a theory of difficulty to give a more concise
explanation of the kind of problems that could be hard to solve using it, like
those already existent for binary genes like deception [1,2] and NK landscaреs
[7]. Another useful future development will be that of general ways of handling
problems with constraints. An important potential application of the kind of
genetic algorithm presented would be in those cases where there are not analytic

solutions available, like in many quantum systems.
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